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Motivation

Many users access the cloud with a single appliance in mind
Horizon (openstack GUI) is too complex – especially for newbies
Even worse, openstack lacks the concept of templating
Numerous minor steps (or at least checks) must be taken (and
understood) before instantiating a VM

Choose the right project
Choose the right image

For custom or community images this cannot even be done in Horizon
Reserve and assign a public IP address
Assign (possibly even generate) an SSH key pair
Choose (or at least confirm) network
Edit metadata
Copy and paste or even modify the cloud-init script
. . .
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Bioconductor Guide Example

bio-platform / bio-class-deb10

Code Issues Pull requests Actions Projects Wiki

bio-class-deb10 / doc / user / launch-in-
personal-project.md

jirpav Update Latest commit ddda0b3 20 days ago History

1 contributor

main Go to file

75 lines (72 sloc)  5.44 KB

Launch New Instance in Personal
Project
Using prepared image is a preferred way. Frontend appliacation is prepared
to fully cover instance launch steps automatically on background. Proceed
with guide below if manual instance launch needed.

Follow the instructions Quick Start

Check Router, obtain Floating IP, update Security Group
Check if Router contain External Network public-cesnet-
78-128-250-PERSONAL

This step is OPTIONAL and proceed with it only if issues
with network. This is not needed if you are a new user
because this step is managed automatically.
Open Project -> Network -> Routers
If other setting, then use button Clear Gateway, confirm
Clear Gateway
Select network public-cesnet-78-128-250-PERSONAL
and Submit

Raw Blame

Floating IP

Check if Floating IP exists
Open Project -> Network -> Floating IPs
If No item to display then use button Allocate IP To
Project
Select public-cesnet-78128250-PERSONAL and confirm
using button Allocate IP

Manage Security Group Rules

Open Project -> Network -> Security Groups
Check if present rules (SSH, HTTP, HTTPS, Egress IPv4
Any Any 0.0.0.0/0), otherwise add new rule using button
Add Rule

Ingress IPv4 TCP 22 (SSH) 0.0.0.0/0
Ingress IPv4 TCP 80 (HTTP) 0.0.0.0/0
Ingress IPv4 TCP 443 (HTTPS) 0.0.0.0/0
Egress IPv4 Any Any 0.0.0.0/0 (select Rule Other
Protocol, select Direction Egress, insert -1 as IP
protocol)
Ingress IPv4 TCP 8787 0.0.0.0/0 (In case of Rstudio
using unsecured HTTP)

Launch instance

Open Project -> Compute -> Instances and use button Launch
Instance

Insert Instance Name, Description

Source:
Select Boot source: Image
Select Yes for Delete Volume on Instance delete
Use Up Arrow to select image with bioconductor software

Select Flavor 2 CPU and 16GB RAM

Select Network 78-128-250-pers-proj-net - personal-project-
network-subnet

Key pair

If public key imported already, add existing key to the
instance and continue using button Next
Import Key Pair if existing SSH key on your local computer,
but not listed as available, then import public key using button
Import Key

Insert Key Pair Name

Select SSH key for Key Type
Load Public Key from a file or copy/paste public key
content in the field
Add key and continue using button Next

Create key Pair if any public key not available
Use button Create Key Pair
Insert Key Pair Name
Select SSH key for Key Type
Use button Create KeyPair
Copy Private Key to Clipboard and save it to the ~/.ssh
/id_rsa on your local computer
Confirm using button Done
Now the public key is available down on the page. Use
arrow before key name to show public part. Copy this
public key to the file ~/.ssh/id_rsa.pub on your local
computer
Add key and continue using button Next
Check Access Privileges on .ssh Folder using commands
chmod 700 .ssh/ , chmod 644 .ssh/id_rsa.pub  and
chmod 600 .ssh/id_rsa

In Configuration insert code from cloud-init-bioconductor-image.sh
(At Github use button Raw to display raw code) or use Browse
button to search in clonned repository git clone
https://github.com/bio-platform/bio-class-deb10.git .

In Metada insert variables:
Bioclass_user containg your login
Bioclass_email containing your email
(Optional) Bioclass_ipv4 containing your public IPv4 address
(see for example at What Is My Public IP Address?) to
prevent Fail2ban to block you because of too many failed
login attempts (Can be changed later and multiple addresses
may be inserted with comma as delimiter e.g.
101.101.101.101,102.102.102.102/32,103.103.103.0/24)
Proceed with Launch button

Wait until instance initialization finished and Associate Floating IP

All required settings are executed during instance boot
Use button Associate Floating IP
Select available floating IP and confirm using button Associate

Login using your SSH key as selected in Key pair above and Floating
IP

Set up NFS and HTTPS
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The Plan

Target first-time, low-scale users
Start by choosing from supported appliances
Wizard style – only ask for input that is trully necessary

Extract attributes from environment or ask
Pre-fill options or at least limit choice

e.g., choose from 2 suitable VM sizes rather than 10

Make suggestions, explain what is going on

Always prefer the new VM over old ones (old = expendable)
Assume user is in a rush
“Steal” IP addresses, suggest deletion of resources to free quotas, . . .

Make sure the VM is ready & tell the user what to do next
E.g., ssh to this IP address . . . Z. Šustr, Bio-portal, CESNET



 

Bio-portal – 1st Generation

1st generation in 2019
Named for the first bioinformatics use case

Custom, isolated, desktop-like enviornment for non-tech students
Originally implemented in OpenNebula

Suported appliances hard-wired
Only single-machine deployments
Leave genericity for later =⇒ more time to think

Fall back to Horizon for more complicated issues
https://bio-portal.metacentrum.cz
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Bio-portal – 1st Generation



 

Bio-portal – 2nd Generation Backend

Comming soon

New backend based on HashiCorp’s
Makes it easier to accept appliances developed by 3rd parties
Enables support for multi-machine deployments
Additional pilot use case: hadoophadoophadoophadoophadoophadoophadoophadoophadoophadoophadoophadoophadoophadoophadoophadoophadoop

Single machine
Virtual cluster
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Bio-portal – 2nd Generation Frontend

Comming soon
New generation of the frontend

Applying what we learned about user-friendliness
More exceptional situations covered by the wizard

Yes, SSH key generation will finally be supported
Minimalistic set of features to manage existing VMs

Reassign IP addresses (return stolen IPs)
Delete machines

Appliance organizer – tagging
Extra care to avoid mimicking/replacing Horizon
. . . but still fall back to Horizon for more complicated issues
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Bio-portal – 2nd Generation
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What Comes Next

Adding new appliances
Campaign to add numerous bioinformatics appliances
Hadoop clusters
Other suggestions appreciated

Open to use cases
Are you preparing an appliance for unskilled users?
Do you have a course to teach?
Have you been worrying about having to support your team?

=⇒ The simplified portal might be your answer.
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Questions?
zdenek.sustr@cesnet.cz

Thank you for your attention!
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