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Advanced methods of monitoring critical services

– What do the users need ?

– Large scale SW monitoring tools we developed and use

– infrastructure monitoring

– flow-based monitoring

– Overview, components, current state

– Monitoring examples, output examples, anomaly detection 
examples

Content



  

Advanced methods of monitoring critical services

– Different groups of users who need support based on monitoring..

– Backbone administrators (at least ours) – want to see immediately 
everything we can imagine (even very very detailed things); interactive 
full-featured UI

– Local IT/service administrators – don't want to measure..or 
whatever (they focus on delivering high level services to end-users); 
they need assistance to solve their problems; simple intuitive UI, 
overview style

– CSIRT people – require to be notified (if possible) in case of 
anomalies and must be able (in any case) to analyze things within the 
scope of incident handling process; UI with specific features (simple in 
some areas, complex in others)

– End-users – want to use things and not to analyze them – they need 
someone who solves their problems, they may want to see basic 
state information about service only (“..operator thinks, that service shall 
work ;-)” ); very simple intuitive UI

– ….managers,...other groups – different perspective, different 
requirements

What do the users need ?



  

Advanced methods of monitoring critical services

− Focusing our common SW tools in this case (also have special HW 
based mentioned in other presentations)

− Infrastructure monitoring area

− Information about infrastructure components and services 
generated from information measured on devices & systems that 
infrastructure consists of

− G3 system

− Flow-based monitoring area

− Information about IP traffic of institutions, facilities, devices, lines, 
etc..., information about incidents and anomalies processed from 
flow-based data measured in the infrastructure

− FTAS system

Large scale monitoring tools developed & used @ 
CESNET



  

Advanced methods of monitoring critical services

− Periodical data gathering (in general any method)
− Built in SNMP support; RFC MIBs, proprietary (Cisco, CESNET)
− Automated device component discovery – SNMP access & IP 

address  to measure whole device (with SNMP)
− Automated construction of logical structure of devices – 

independent on technological identifiers (SNMP indexes)
− Configurable dynamic timing of measurement (time-step strategy) 

– low measurement aggressiveness while catching “some dynamic”
− Currently can measure > 700 information items (~ 550 SNMP based 

on SNMP OID)

G3 system – data measurement & processing core



  

Advanced methods of monitoring critical services

− Infrastructure browser
− To find objects (device/service components) of interest

− Several selection mechanisms or expand & collapse style
− Special selections of objects with measured data above 

limits set in UI (~interfaces with error rates >= X pps, 
CPUs with load >= Y%, ...)

− Flexibility in visualizing object tree - can interpret multiple 
instances of objects as single one (~all selected 
interfaces as one anonymous)

− Can store current state (filtering conditions etc..) for 
further use

− Visualizer of selected objects as needed
− Support for aggregated (graphical) outputs
− Single items visualization, system and user defined 

configurable views,...

G3 data access – interactive UI



  

Advanced methods of monitoring critical services

− Interactive UI example: first step - navigation ~ objects browser

G3 data access – interactive UI



  

Advanced methods of monitoring critical services

− Interactive UI example: second step ~ selected objects visualizer

G3 data access – interactive UI



  

Advanced methods of monitoring critical services

− ..the same in aggregated form – all interfaces found are hidden 
behind “object class name” [Interfaces]

G3 data access – interactive UI



  

Advanced methods of monitoring critical services

− ..corresponding aggregated graphs

G3 data access – interactive UI



  

Advanced methods of monitoring critical services

− ..we can visualize things for selected sub-set of objects only

G3 data access – interactive UI



  

Advanced methods of monitoring critical services

− ..service for users example (discovering reasons of network 
problems) – found relation between high CPU load and multicasts 
– aggregated output (all interfaces [800+] and CPUs)

G3 data access – interactive UI



  

Advanced methods of monitoring critical services

− ..service for users example – finding end-user interface (deep in 
infrastructure) with significant incoming multicast – proven by 
course of aggregated CPU load (aggregated)

G3 data access – interactive UI



  

Advanced methods of monitoring critical services

− interactive UI can do almost everything but...

...is demanding - user skills and knowledge (technical) → OK for 
network administrators, not suitable for other groups...

Have to offer:

a) something easier to understand and handle

b) something that detects anomalies

G3 data access



  

Advanced methods of monitoring critical services

− ..something easier to understand and handle..

− Structures of periodically generated static HTML pages

− Different views on infrastructure and its components

− Simple schema – overview page → detailed reports + configurable 
horizontal cross-links

− Implemented as STDIN/STDOUT control of interactive UI (real-
user behavior simulation)

− Suitable for ordinary users – intuitive, everything on-click

G3 data access – Reporter



  

Advanced methods of monitoring critical services

− FEDERICA (FP7) monitoring example from the past ~ ”hedgehogs”

G3 data access – Reporter



  

Advanced methods of monitoring critical services

− FEDERICA (FP7) monitoring example from the past

G3 data access – Reporter



  

Advanced methods of monitoring critical services

− CESNET streaming service utilization example (no SNMP)

G3 data access – Reporter



  

Advanced methods of monitoring critical services

− Selected E2E services @ CESNET example

G3 data access – Reporter



  

Advanced methods of monitoring critical services

− ..service for user network example (example with multicast) – focus 
on acceptable utilization & troubles discovery (core only)

G3 data access – Reporter



  

Advanced methods of monitoring critical services

− Service for user network example – utilization overview

G3 data access – Reporter



  

Advanced methods of monitoring critical services

− ..something that detects anomalies..

− Based on on-fly checking measured values (in measurement core) 
against configured limits (absolute value, gradients, changes,...)

− Configured limits either global or device based

− Web based interface (HTML output), interactive

− Plain-text output (with configured filters etc..) as input for 
Nagios/Icinga/other probes and similar

− Specific configuration options (filtering ~ selected interfaces, 
devices, event types) for specific users/user groups

G3 data access – event visualizer & notifier



  

Advanced methods of monitoring critical services

− Typical output example

G3 data access – event visualizer & notifier



  

Advanced methods of monitoring critical services

− Plain-text output example
− Optional filtering available for further processing ~ 

Nagios/Icinga

G3 data access – event visualizer & notifier



  

Advanced methods of monitoring critical services

− Notification messages (optional)

G3 data access – event visualizer & notifier



  

Advanced methods of monitoring critical services

− ..service for user network – LAN example ..different things may 
become important ~ Stp

G3 data access – event visualizer & notifier



  

Advanced methods of monitoring critical services

− Detected attack on CESNET DNS example

G3 data access – event visualizer & notifier



  

Advanced methods of monitoring critical services

− Detected attack on CESNET DNS example

G3 data access – event visualizer & notifier



  

Advanced methods of monitoring critical services

− Delivered as service to user groups in both NREN & user networks
− a) installation in NREN backbone

− Operated by CESNET, focus - services in NREN backbone
− Robust HW infrastructure (~ 200 devices, 700K items 

measured)
− b) installation in user networks

− OS administration shared
− Application administration & configuration CESNET
− Successfully operating in virtual infrastructure

G3 system – summary



  

Advanced methods of monitoring critical services

− Primary installation in NREN backbone summary (system 
measures itself...)

G3 system - summary



  

Advanced methods of monitoring critical services

− Developed as large scale flow-based measurement system for 
NREN backbone

− Usable in LAN, MAN, Campus environments

− Development driven by users (backbone administrators, NREN 
service administrators, CSIRTs, administrators of end-user 
networks)

− System components

− Data measurement & processing core

− Data access modules

− Interactive UI

− Reporter

− System described during last “Campus network monitoring and 
security workshop” in CZ – Brno 2012

− Will focus on new features and anomaly detection...

Flow based measurements - FTAS system



  

Advanced methods of monitoring critical services

− Transport & data types: IPv4, IPv6; export v1,5,7,9,10/IPFIX
− Primary flow-data processing (each optional): replication, 

multiplexing, classification, filtering, on-fly security checks, storage
− Typical stored data sets: flow data sources, organizations, parts 

(university → faculties), traffic of interest (according to filtering rules)
− Data set post-processing: selection (rules given by configuration), 

per-group aggregation, overall aggregation, storage (reaching [based 
on configuration] ..1:600 data amount reduction)

FTAS system – data measurement & processing core



  

Advanced methods of monitoring critical services

− Interactive UI
− Comprehensive IP traffic browser & visualizer
− Two phase work: single query + multiple visualizations
− Full featured query methods, flexible visualization ~ ordering, 

aggregation, output types (tables, graphs, plain-text)
− Suitable for advanced users

− Reporter ...similar to G3 reporter architecture...
− Structures of periodically generated static HTML pages
− Different views on traffic ~ 2 built in processing strategies: 

security events detection, ordinary statistical output
− Simple output schema – overview pages → detailed reports + 

configurable horizontal cross-links
− Implemented as STDIN/STDOUT control of interactive UI (real-

user behavior simulation)
− Suitable for ordinary users – intuitive, everything on-click

− Anomalies ? ..no special module (as in G3)

FTAS – data access



  

Advanced methods of monitoring critical services

FTAS security anomaly detection processing 
chain example

Input flow data
classification

(adding fields to record structure)

src_org => X if src_ip=a-d,e,f filtering
● src_org=X and dst_ip=w-z,t-u 

and proto=6 and dst_port=22,135,445,3389

Optional on-fly security checks
● Src. Address is the key
● Flow record burst limit example

● Generally > 20 in 5 seconds
● For host a.b.c.d > 100 in 5 secs

Stored data set

Filter matching records → traffic of interest

Limit reaching records only

→ might be attacks

− Option 1 – in “data measurement & processing core”
− Real-time, results may be “less accurate”, best as Option 2 prerequisite
− Example – detect hosts from organization X aggressively 

attacking services (ports numbers) in specified address ranges

Optional notification



  

Advanced methods of monitoring critical services

FTAS security events detection processing 
chain example

− Option 1 – in “data measurement & processing core”
− Optional notification

− Immediate, but cannot be always sure in case of soft limit
− Notice: notification belongs to different detector (DNS attacks)



  

Advanced methods of monitoring critical services

FTAS security events detection processing 
chain example

Query example – longer period
~ 1 hour (may increase accuracy)

select src_address,dst_port pairs
(aggregated, group by …) where
average packet length < 256 and..
... for each pair 
count number of records,
number of distinct src_ports,
number of distinct dst_address,
number of packets

Security check

Ignore src_address,dst_port pair found
unless number of packets >= 10000
 or number of distinct src_ports >= 500
or number of dst_addresses >=500 etc..

Stored data set

Limits reaching src_address, dst_port pairs

− Option 2 – in “Reporter” - delayed, may be more accurate
− can use data stored as output of “Option 1” as input (typical cfg.)

Optional notification

Detailed reports for each
src_address, dst_port pair

+

Index page creation/update



  

Advanced methods of monitoring critical services

FTAS security events detection processing 
chain example

− Option 2 – in “Reporter” - optional notification



  

Advanced methods of monitoring critical services

FTAS security events detection processing 
chain example

− Phase 2 – in “Reporter” - detailed & summary reports example



  

Advanced methods of monitoring critical services

FTAS news & extensions

− Users require..new options for different network environments →  
to be incorporated into FTAS

− 2013: new FTAS generation

− Variable internal data structure

− Added suitable sub-set of available fields

− Netflow Secure Event Logging

− Flexible Netflow

− Since that time (..I broke fixed internal data structure..) 
adding new field[s] takes ~ 1 hour of programming...

− 2014: IPFIX support (including variable length fields)

− Backward compatibility with results created by old 
generation/versions (UI takes care)



  

Advanced methods of monitoring critical services

FTAS news & extensions

− NSEL output example



  

Advanced methods of monitoring critical services

FTAS news & extensions

− Flexible Netflow extension fields examples
− Especially MACs may help to find real source of traffic...when 

available on large L2 domains sites... real IP↔MAC pairs



  

Advanced methods of monitoring critical services

FTAS service summary

− Primary installation, in CESNET NREN core
− 15 physical nodes, 40 netflow sources, data ttl ~ 65-90 days
− Interactive UI access count in 2013 > 15k
− Reporter outputs access count in 2013 > 120k
− Total volume of flow data processed (incl. Int. redistribution)

− Other FTAS installations
− standalone in user networks (~ 1 node/inst.)

− Overall 30+ institutions with dedicated configurations, reporting or 
with standalone installations, hundred+ specific traffic filters



  

Advanced methods of monitoring critical services

Message ?? ..let's provide real service

..take care of users

Thank you for your patience...
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