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• Czech university spin-off company

• Established in 2007

• 40+ employees, $ 3M revenue

• Key focus

 Hardware acceleration and FPGA Solutions

 Flow Monitoring and Network Behavior Analysis

 Lawful Interception and Data Retention

• Products deployed at 500+ customers worldwide

Company Introduction
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• Advanced Persistent Threats (APTs)

• Industry espionage and targeted attacks

• Zero-day attacks and polymorphic malware

• Application specific attacks (Bleeding heart etc.)

Modern threats

Campus network monitoring and security workshop © INVEA-TECH 2014



• Wireshark
 www.wireshark.org

• Snort
 www.snort.org

• tcpdump
 www.tcpdump.org

• FlowMon
 www.invea.com/en/go/flowmon

• It all goes down to packet processing and analysis

Security tools

Campus network monitoring and security workshop © INVEA-TECH 2014



Campus environment
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Source: CISCO: Borderless Campus Design and Deployment Models



• Access layer – 1G

• Core, distribution layer – 10G

• Challenges

 High bandwidth and line utilization

 Transition to 40G, 100G technologies

 Growing number of end users and devices

 Growing number of services

Campus environment
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• 1G Ethernet

 Max load 1,48 Mpps, new packet every 670ns

 Standard network interface cards

 Single CPU core provides enough horse power

• 10G Ethernet

 Max load 14,88 Mpps, new packet every 67ns

 Network cards optimized for monitoring

 Multiple CPU cores horse power

 Smart traffic distribution necessary

Workload
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• 40G Ethernet

 Max load 59,5 Mpps, new packet in every 16,8ns

 5GB/s (DVD), 300GB/min, 18TB/h, 432TB/day

 ~ 100 000 DVDs a day

• 100G Ethernet

 Max load 148,8 Mpps, new packet in every 6,7ns

 12,5GB/s (~3 DVDs), 750GB/min, 45TB/h, 1080TB/day

 ~ 250 000 DVDs a day  → 300m tall column

 Smart traffic filtering necessary

Workload
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• What can be dropped?

• When it can be dropped?
 Only when it is known what is being dropped!

Smart filtering
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• What do we need?

 Fast and efficient packet filtering – to drop

 Intelligent and flexible traffic decoding – when we know what

Smart filtering
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• Commodity hardware
 Cheap and flexible

 Limited I/O performance

Platforms
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• What do we need?

 Fast and efficient packet filtering – to drop

 Intelligent and flexible traffic decoding – when we know what

• Problems

 Too many packets for software processing

Smart filtering
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• Commodity hardware
 Cheap and flexible

 Limited I/O performance

• Dedicated hardware
 High I/O performance

 Expensive, limited flexibility
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• Commodity hardware
 Cheap and flexible
 Limited I/O performance

• Dedicated hardware
 High I/O performance
 Expensive, limited flexibility

• Commodity hardware + Hardware acceleration
 Multi-core CPUs + FPGA network interface card
 High I/O performance
 Reasonable price
 Flexible

Platforms
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• What we need?

 Fast and efficient packet filtering – to drop

 Intelligent and flexible traffic decoding – when we know what

• Problems

 Too many packets for software processing

 Traffic decoding too complex for hardware

• Hardware-software co-design

 Filtering in hardware, decoding in software

Smart filtering
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• Next generation of packet capture

• FPGA card

 80G – 2x 40G, 8x 10G, PCI-E gen3 x8

 100G – 1x 100G (CFP2), PCI-E gen3 x16

• Firmware

 Well-defined set of fast operations

 Forward, cut, drop, extract UH, update flow entry

• Software

 Drivers, tools, libraries, API

 Application decoders (DNS, HTTP, VoIP …)

HANIC

Campus network monitoring and security workshop © INVEA-TECH 2014



• Fully software controlled hardware accelerator

 Joint development effort with CESNET and UNIs

• Abstraction of network monitoring functions

 Inspired by SDN, NFV

• Measurements at speeds over 100 Gbps

• Easy deployment of new monitoring tasks

 without HW modifications

 upon software application request

• Accelerates application-level processing

Summary
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